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Abstract—Recent developments in Artificial Intel-
ligence (AI) have shifted the software development
paradigm. Past studies demonstrated how effective AI
can generate code for programming purposes. However,
to our knowledge, no prior study has been done to evalu-
ate the effectiveness of SQL queries generated by AI. We
utilized nine AI assistants to generate SQL queries. Our
results reveal that most AI assistants generate inaccurate
SQL queries, and based on the results, we provide
possible implications for SQL developers.

Index Terms—AI Programming Assistants, Usability
Study, Database Systems

I. INTRODUCTION

Structured Query Language (SQL) is one of

the most popular languages for managing relational

databases [30] and one of the most used languages

across programming in general [32]. However, the

complexity of queries and the declarative nature of

SQL can make SQL programming more difficult to

learn compared to procedural or object-oriented pro-

gramming [10]—in particular for novice and non-

expert programmers [28], [31].

To support end-user programmers handling of data

in database management systems (DBMS), various

text-to-SQL systems have been introduced to bridge

the gap between users and data by translating natural

language into queries for relational databases [14]—

nowadays often leveraging machine learning (ML) and

natural language processing (NLP) techniques [16].

For example, NaLIR is a tool that can translate natural

language, like English, to SQL queries [21].

However, current text-to-SQL systems face chal-

lenges limiting their adoption in practice. Prior

work suggests state-of-the-art approaches are inaccu-

rate, making mistakes, especially for more complex

queries [31]. Further, text-to-SQL systems can face is-

sues with usability, inhibiting their adoption. Recently,

the rapid emergence of LLMs has changed and trans-

formed various software engineering processes, in-

cluding code generation [34], code summarization [3],

translating code between different programming lan-

guages [26], and conversing with programmers to

complete software development tasks [27].

Our project extends this work by investigating

the capabilities of commercial LLM-based systems

for producing SQL queries when an English state-

ment is provided. We conduct a comparative analysis

to investigate SQL query generation across a wide

range of off-the-shelf LLM-based programming assis-

tants and AI chatbots—including ChatGPT, GitHub

CoPilot, Amazon Q Developer, Codeium, Blackbox,

CodeGeeX, Tabnine, Bing Chat, and Google Gemini.

They were chosen as they are publicly available as-

sistants without any modifications such as fine-tuning.

Our research will open up discussions on how LLM-

based systems can be used to generate SQL queries

and extend various works [17], [22] that aim to en-

hance developers’ productivity.

II. DATA COLLECTION AND EVALUATION

To investigate the text-to-SQL performance of off-

the-shelf LLM-based assistants, we first analyze the

capabilities of these systems to generate accurate SQL

queries based on natural language prompts.

A. Tool Sampling.

We used various AI programming assistants and

LLM-based chatbots to observe their capabilities to

support database development. In this paper, we define

AI programming assistants as tools that are primarily

designed to support assistance in programming, such

as GitHub Copilot [11], Blackbox [1], Tabnine [29],

Q Developer [2], and Codeium [7]. We define Large
Language Models (LLMs) as chatbots that are not

specifically intended for programming assistance, such

as ChatGPT [25], Google Gemini [12], and Bing

Chat [4]. We define AI assistants as all tools that

can assist in writing code through AI, including AI

programming assistants and Large Language Models.

B. Study Database.

We used the European Soccer Database [24], which

is one of the most popular repositories on Kaggle

[15], for our evaluation. The dataset has informa-

tion regarding more than 25,000 matches and 10,000

players from 11 European Countries with their lead

championship between seasons 2008 and 2016. The

attributes of players and teams are sources from EA

Sports’ FIFA video game series. The information

is composed in the dataset of seven tables: Coun-

try, League, Match, Player, Player Attributes, Team,

Team Attributes. Each table contains several rows

ranging from 11 to 183978 and several columns rang-

ing from 2 to 115.
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TABLE I: Accuracy Results for each LLM

AI Tool/LLM Accuracy (% of test cases passed)
ChatGPT 55.0% (n = 39)

Amazon Q Developer 50.7% (n = 36)
Tabnine 21.1% (n = 15)

Blackbox 16.9% (n = 12)
Bing Chat 14.1% (n = 10)

Google Gemini 11.3% (n = 8)
GitHub Copilot 0% (n = 0)

Codeium 0% (n = 0)
CodeGeeX 0% (n = 0)

Total: 18.78% (n = 120/639)

C. Query Prompt.

Prompting is a key feature of LLMs, where users

input natural language and receive automatically gen-

erated responses in a natural language format [35].

Here, we provided a subset of the prompts that we

used for SQL query generation. The complete prompts

are provided in the supplemental materials [19].

• Display the id, birthday, height, weight who

is a player.

• List all the teams that have won more than

half of the matches that they played

• Adam Brown has gained 20 pounds due

to eating too many hamburgers. Update the

player table accordingly.

D. Accuracy Measurement

To test out the queries that were generated by AI

assistants, we utilized ChatGPT [13] to create unit

testing script in Python. Then, we executed the script.

Based on how many test cases the query can pass, we

would be able to measure its accuracy in retrieving the

information.

E. Quality Measurement

To evaluate the quality of the SQL queries, we mea-

sured indentation [20], naming convention, number of

comments present in the query [6], whether the query

has an error handling mechanism [5], and whether

the query is easily be updated [23]. We developed

a web application [18] where, after providing SQL

queries, it will return the readability report with a

correctly indented version of the code and also an error

mechanism policy if possible.

F. Preliminary Findings

We found most AI assistants are unable to generate

accurate SQL queries using natural language prompts.

The average accuracy across the AI tools is less than

19%. Three AI assistants (GitHub Copilot, Codeium,

and CodeGeeX) were unable to generate any accurate

SQL queries based on our evaluation test cases. The

most accurate LLM was ChatGPT where, out of 71

test cases, 39 passed and 32 failed. These results

are presented in Table II, where we presented the

accuracy results for each AI tools. Further manual

analysis provided several insights into why LLMs were

inaccurate.

a) Missing Columns: In some instances, in par-

ticular test failures for ChatGPT in SQL query gen-

eration, inaccuracies were due to missing columns in

the generated table. We traced back to the schema and

found out that the generated table did not follow the

instructions mentioned in the prompts.

b) Incomplete Tests: Another notable finding is

that, in some cases, test scripts were incomplete. For

instance, we observed ChatGPT provided frameworks

with “...” in functions instead of complete code. In

future work, we should consider testing queries with

man-made scripts since we evaluate the accuracy of

queries or feed more explicit prompts to avoid misun-

derstanding.

c) Miscellaneous: We observed several other is-

sues specific to certain AI tools that lack a clear

explanation. First, Codeium [7]—despite its ability to

support multiple programming languages and devel-

opment tasks, [8] would always generate a one-line

SQL query, regardless of the given prompt. When we

provided more casual prompts, GitHub Copilot was

not able to understand the prompt that we provided—

causing an error in the output.

III. PROPOSED RESEARCH

Throughout this research, we were able to identify

AI tools that were able to generate quality SQL

queries. Based on our preliminary findings, we propose

a user study to understand how AI tools can be utilized

in SQL programming. Prior literature suggests that

general programmers tend to use AI tools to find a

good starting point and that they have a hard time

understanding and debugging the code generated by

AI tools [33]. We would like to find out if this finding

holds in SQL programming.

IV. RELEVANCE

Our work encompasses the theme of thinking more
deeply about code and future of work with AI as it

tries to understand how AI can be used in a particular

coding situation. Two papers that discuss how AI-

generated code can be utilized have been published in

VL/HCC 2023 [9], [34]. Similarly, our paper discusses

how AI-generated code can be used among SQL

programmers. Furthermore, the special emphasis of

VL/HCC 2024 is VL/HCC and Generative AI. Various

preliminary findings from our study would be able to

motivate various future studies on how generative AI

can be used in a specific programming context.

V. PRESENTATION

To provide a visual understanding of how AI can

be utilized in SQL programming, we plan to create a

poster. We also plan to bring a laptop to demonstrate

our web application [18] used to evaluate the quality

of queries. We believe this will foster a two-way

conversation between the presenter and the audience.
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APPENDIX

This information is based on the period of the study

(November 2023).

TABLE II: LLM Information

AI Tool/LLM GPT
Version

Number
of Tokens

Number of
Parameters

ChatGPT 3.5 4096 17B
Amazon Q Developer Unknown Unknown Unknown

Tabnine 3.5 Unknown 2B
Blackbox LLaMA 256K 1.5B
Bing Chat 4.0 25K 175B

Google Gemini N/A 128K 137B
GitHub Copilot 3.0 4096 12B

Codeium Unknown 4096 Unknown
CodeGeeX 2.0 158B 13B
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