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ABSTRACT
Ever since the launch of ChatGPT in 2022, there have been fast
growing interests in the application of ChatGPT and other large
language models (LLMs). Researchers have conducted various stud-
ies or created tools to integrate LLMs into (1) the current practices
of software development as well as maintenance, (2) the training
of next-generation software engineers, and (3) human-computer
interactions to facilitate better software/hardware usage. However,
lots of research questions remain open regarding the methodologies
for conducting empirical research with LLMs. For instance, what
is the best usage of LLMs in different scenarios, what are rigorous
measurements for LLM results, and what are the potential impacts
of LLM-oriented research on ethics, economy, energy, as well as
environment? All these questions are critical for researchers to con-
duct responsible, reliable, and reproducible empirical research with
LLMs. Thus, we propose to organize a new workshop focusing on
methodologies for conducting empirical research with LLMs. This
workshop intends to provide a venue for researchers and practition-
ers to share ideas, discuss obstacles and challenges in LLM-oriented
empirical research, brainstorm solutions, and establish collabora-
tions to define reliable LLM-oriented empirical methodologies in
cost-efficient ways. To achieve that goal, our workshop will include
a keynote talk, paper presentations, and a panel.
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1 WORKSHOP FORMAT
Our workshop will include a keynote presentation, two sessions
of paper presentations, and a panel. Currently we plan to have all
authors attend in person, but due to different policies in different
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countries/states, we may also have the workshop in a hybrid format
and allow some presentations to be delivered online.

The intended length of the workshop is one day, and the pre-
ferred date is the day right after the main conference. The prelimi-
nary schedule is as below. The concrete time will be adjusted based
on FSE program and the number of papers accepted.

• 9:15 - 9:30 Opening
• 9:30 - 10:30 Keynote
• 10:30 - 11:00 Break
• 11:00 - 12:30 Paper Session I
• 12:30 - 14:00 Lunch
• 14:00 - 15:30 Paper Session II
• 15:30 - 16:00 Break
• 16:00 - 17:00 Panel
• 17:00 - 17:15 Closing

To generate and stimulate discussion at the workshop, before
the workshop, we will send invitation emails to researchers and
groups that conduct LLM-related research. In those emails, we will
invite people to submit papers to our workshop, give talks, and/or
contribute discussion questions that they are interested about. Dur-
ing the workshop, we will organize a panel to include panelists that
have relevant experience from either industry or academia, and
present a list of discussion questions based on people’s interests,
and the workshop’s focus on empirical methodologies.

The facility required by our workshop is similar to other work-
shops. For the in-person part, we need a room with a capacity of
30-40 and a projector or a large screen. For the online part, we need
a virtual room. The workshop proceedings will appear in the
ACM digital library.

2 PAPER SELECTION PROCEDURE
Types of Contributions In our Call for Paper (CFP), we will call
for two types of submissions to the workshop:

• Long (up to 6 pages), or Short (up to 3 pages) Research
Papers, plus 1-2 pages for references and well-marked ap-
pendices. These papers present research work in the early
stage. Position papers with exceptional visions will also be
considered.

• Long (up to 6 pages), or Short (up to 3 pages) Experience
Papers, plus 1-2 pages for references and well-marked ap-
pendices. These submissions should report experience of
applying or assessing LLMs in a non-trivial setting.

Review and Evaluation Proceess Before sending out the CFP
mentioned above, we will formulate a program committee of about
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15 people. To construct this committee, we will reach out to compa-
nies/organizations that have LLM products (e.g., Microsoft, OpenAI,
Google, and Meta), and academic research groups that conduct re-
search with LLMs. We will endeavor to ensure the diversity of
our program committee, by including people with different colors,
genders, and backgrounds.

To ensure fairness, we will follow a double-blind reviewing pro-
cess. Submitted papers must (a) omit any reference to the authors’
names or the names of their institutions, and (b) reference the au-
thors’ own related work in the third person (e.g., not “We build
on our previous work ...” but rather “We build on the work of ...”).
Any paper violating the double-blind policy will be desk-rejected.
Each paper will be reviewed by three people. After all reviewers
submitted their reviews, the PC chairs will lead a discussion for
any paper receiving divergent reviews (i.e., with both “accept” and
“reject” scores), until the reviewers come to a consensus.

Important Dates The expected dates for paper submission and
notification of acceptance are separately February 25th, 2025 and
March 25, 2025.

Program Committee We have not formulated the entire com-
mittee. Dr. Na Meng and Dr. Xiaoyin Wang will both serve on the
committee. We also have a tentative list of candidate reviewers, and
will reach out to people once the proposal is accepted.

Online Submission SystemWewill use Easychair as our online
submission system.

Website Link: The preliminary website of our workshop is
available at https://people.cs.vt.edu/nm8247/llanmer/.

Proceeding Chair Dr. Chris Brown will be responsible for send-
ing the list of accepted papers to the publishers.

3 PUBLICITY PLANS
The target audience of our workshop are researchers, practitioners,
and students who are interested in (a) the empirical research with
LLMs, or (b) the integration of LLM usage in software/hardware
products. The authors already have a list of candidate speakers to
invite, and a list of research groups thatmay submit to theworkshop.
We expect 30-40 attendants to participate in our workshop.

The workshop will be open to everybody. To solicit and select
workshop participants/presenters, we will publicize our workshop
with the following mechanisms:

• Targeting known companies or organizations working on
LLMs. We will search for owners or maintainers of open-
source and close-source LLMs, and invite them to submit
papers to describe their LLM experience or new software
products. We already identified several companies like Mi-
crosoft, OpenAI, Google, and Meta.

• Targeting known research groups in academia.Wewill search
Google Scholar for research papers or technical reports re-
lated to LLMs. We will contact the authors to check whether
they want to submit papers to report the recent research find-
ings. We already identified several research groups from Uni-
versity of Illinois Urbana-Champaign, Virginia Tech, Univer-
sity of Texas at San Antonio, and Peking University (China).

• Taking advantage of community mailing lists. We will send
out call-for-papers to major mailing lists like SEWorld. We
will also share the information through social network plat-
forms such as Facebook, X, and WeChat.

• Personal Relations. The chairs and PCmemberswill also send
call-for-papers to their personal networks, inviting people
to submit papers and spread the words.

4 WORKSHOP HISTORY
This is the first time we will organize the new workshop, so there
is no history data of previous events.

5 ORGANIZER INFORMATION
Na Meng is an associate professor at Virginia Tech. She has been
studying LLM application [2], program analysis [18], program de-
bugging [4, 6], automatic testing [16], the application of AI tech-
niques to predict developers’ decision making for software mainte-
nance activities [1], and vulnerability detection aswell as repair [21].
Na served on the organization committee (OC) of IEEE Secure De-
velopment Conference 2022 (SecDev 2022) as a vise general chair.
She served on the OC of SecDev 2023 as the general chair. Na is serv-
ing on the steering committee of SecDev as a committee member.
SecDev is an independent security conference, having 61–68 atten-
dees each year during 2022-2023. Na also served on the program or
organization committees of PLDI 2019-2021, ASE 2017-2018, ICSE
2019-2021/2024, and ICSME 2017/2019.

Xiaoyin Wang is an associate professor at the University of
Texas at San Antonio. He has been working in the area of AI-
based software engineering, including validation of LLM-generated
code [17], repairing build script by learning historical data [7], in-
ferring data types by learning from runtime data [20], detecting
security-related icons and corresponding information leaks [19],
predicting test oracles based on user interface screenshots [9], rec-
ommending copy-and-paste decisions [15], mining and predicting
security and duplicate bugs reports [8], etc. Xiaoyin served as the
proceedings chair of ICSE 2019, the organization chair of SoftMine
(Workshop on Software Mining) 2015-2018, and the organization
chair of VARSE (Virtual and Augmented Reality Software Engineer-
ing) 2022 and 2024 (co-located with ASE).

Chris Brown is an assistant professor at Virginia Tech. He
has explored capabilities and opportunities for LLMs to promote
evidence-based beliefs and behaviors in SE [3], support Computer
Science and SE education [13, 14], inform hiring decisions by facili-
tating technical interview preparation [11] and conducting resume
matching tasks [12], impact information-seeking in SE [5], and to
generate human-centric dynamic analysis security tool reports [10].
Chris also has experience served on the organization committee of
FSE 2024 and Vl/HCC 2023. He is the workshop co-chair for Visual
Languages and Human-Centric Computing (VL/HCC) 2025, and an
organizer of the proposed next iteration of the Software Developer
Diversity and Inclusion (SDDI) workshop.

6 CALL FOR SUBMISSIONS
The one page call-for-papers is on the last page of this proposal.
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Call For Submissions

The First International Workshop on Large Language Model-Oriented Empirical Research (LLanMER) is a research forum for software
engineers, researchers, and educators to exchange ideas and build collaborations. The workshop invites papers describing novel ideas and
early-stage experiment results concerning LLM-oriented empirical research.

Solicited topics include, but not limited to:
(1) Methodologies: How should we leverage LLMs to solve real-world problems? In the problem-solution procedure, how can we reveal,

measure, and address the hallucination issues of LLMs?
(2) Measurements: How do we precisely measure the effectiveness of LLM usage and evaluate results? How can we ensure the repro-

ducibility and representativeness of evaluation results? How can we evaluate LLM-based approaches in a scalable way?
(3) Analytics: How do we compare different usage of LLMs? How do we ensure a fair comparison given the existence of randomness and

issues such as hallucination as well as lack of ground truth?
(4) Ethical Aspect: What approaches can we take to ensure that the LLM-oriented empirical research does not violate ethical regulations

or raise ethical concerns?
(5) Economy Aspect: What is the cost comparison between different usage of LLMs? How are LLM-based approaches compared with

non-LLM-based approaches in terms of effectiveness, performance, runtime cost, and financial cost?
(6) Energy Aspect: What is the energy consumption of different usage of LLMs? What kinds of LLM-oriented approaches are energy-

saving solutions or energy-consuming solutions? How can we optimize the energy consumption by distinct LLM usage without
compromising the effectiveness significantly?

(7) Environment Aspect: What potential impacts LLM usage can introduce to our environment or society? How does that impact personal
privacy, intellectual property, and copyright?

We call for two types of submissions to the workshop:
• Long (up to 6 pages), or Short (up to 3 pages) Research Papers, plus 1-2 pages for references and well-marked appendices. These
papers present research work in early stage. Position papers with exceptional visions will also be considered.

• Long (up to 6 pages), or Short (up to 3 pages) Experience Papers, plus 1-2 pages for references and well-marked appendices. These
submissions should report experience of applying or assessing LLMs in a non-trivial setting.

All papers will be reviewed by three reviewers based on their novelty and soundness.

Double Anonymous Review
Similar to FSE, LLanMER will employ a double-anonymous review process. Thus, no submission may reveal its authors’ identities. The

authors must make every effort to honor the double-anonymous review process. In particular:
• Authors’ names must be omitted from the submission.
• All references to the author’s prior work should be in the third person.
• While authors have the right to upload preprints on ArXiV or similar sites, they must avoid specifying that the manuscript was
submitted to LLanMER.

• All communication with the program committee must go through the program committee chairs. Do not contact individual program
committee members regarding your submission.

Formatting and Submission Guidelines
Abstracts and papers must be submitted electronically through the LLanMER paper submission website. We will follow the schedule of

FSE on our deadlines, notification dates, and other important dates. Authors are required to upload their paper in the PDF format. It should
conform, at time of submission, to the IEEE conference proceedings template: https://www.ieee.org/conferences/publishing/templates.html
(title in 24pt font and full text in 10pt type, LaTeX users must use \documentclass[10pt, conference]{IEEEtran} without including the compsoc
or compsocconf options).

Accepted Papers
After acceptance, the list of paper authors cannot be changed under any circumstances. That is, the list of authors on camera-ready papers

must be identical to those on submitted papers. Paper titles cannot be changed except by permission of the chairs and only when reviewers
recommended a change for clarity or accuracy with the paper content. If a submission is accepted, at least one author of the paper is required
to register for the workshop and present the paper online or in-person. As a published ACM author, you and your co-authors are subject to
all ACM Publications Policies, including ACM’s new Publications Policy on Research Involving Human Participants and Subjects.

https://www.ieee.org/conferences/publishing/templates.html
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