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Resume matching assesses the extent of overlap between the 
content of candidate resume and the job description. Modern 
hiring is increasingly automating tasks related to resume matching 
such as parsing and rating resumes using NLP based deep learning 
models to save time and increase efficiency. Given increasing 
interest in using large language models (LLMs) for this purpose, 
we explore the applicability of GPT-4, the most recent 
advancement in NLP, for resume matching in an observational 
study. We compare zero-shot GPT-4 and human resume ratings for 
736 resumes submitted to job openings from diverse fields—
analyzing the resumes using real-world resume matching criteria. 
We concentrate on understanding “how“ ratings are formulated for 
these constructs to investigate differences between GPT-4 and 
human ratings. Additionally, we analyze the effect of prompt 
engineering techniques, such as Chain of Thoughts (CoT), on the 
GPT-4 ratings and compare differences in GPT-4 and human 
ratings across racial and gender groups.

Study Design & Data Analysis

The 736 resumes each received two ratings: a) Human ratings 
from 4 raters; and b) an LLM-generated rating on constructs of 
Work experience, Skills, Certifications and Education. Through A 
pilot interview study with 3 experienced recruiters, we finalized 
the following rating scale: 
• 1: Vastly does not meet minimum requirements 
• 2: Does not meet minimum requirements 
• 3: Meets minimum requirements 
• 4: Exceeds minimum requirements 
• 5: Vastly exceeds minimum requirements

Following methods were used for analysis: 
• Human-GPT Agreement: Fleiss Kapaa, Pearson’s correlation
• Human-GPT Reasoning Differences: Open coding approach
• Human-GPT Group Differences: Standardized Cohen’s d

RQ1: How do zero-shot GPT-4 and human resume ratings compare across constructs such as 
work experience, skills, educational qualifications and certification(s), given the job 
description?
 GPT and Human resume ratings differ in terms of work experience, skills, education and 

certifications. 
 GPT ratings are more lenient across skills but are more stringent for certifications when 

compared to human ratings

RQ2: What is the effect of prompt engineering techniques such as Chain of Thought (CoT) 
on zero-shot LLM ratings?
 GPT-4 rating performance improved using all three prompt engineering techniques (Task 

based, Task based CoT, and Task based CoT with example)
 Certifications saw the biggest improvement in agreement with humans while work 

experience had the least improvement for advanced prompt engineering techniques 
compared with zero-shot GPT-4

Samples with Perfect Match Between GPT and Human Ratings

Correlation for Prompt Engineering Techniques Compared to Human Raters

RQ3: What are the group differences in scores generated by GPT-4 
and humans across race/ethnicity and gender demographics?

For Intra group human differences: 
 Statistically significant differences for work experience across 

Asian and White subgroups with close to large magnitude of 
observed effect size

 Statistically significant differences for work experience across 
African American and White subgroups with medium magnitude 
of observed effect size

For Intra Group GPT differences: 
 Statistically significant differences for work experience across 

African American and White subgroup with close to medium 
magnitude of observed effect size

For inter-group GPT-Human rating differences: 
 Human ratings for work experience and certifications across Asian 

and White subgroups differ significantly more than GPT
 GPT ratings for certifications across Male and Female subgroups 

differ significantly more than human ratings

Comparison of GPT-4 and Human Ratings by Demographic Groups 
Across Work Experience, Skills, Education and Certification. Values in 

Brackets are the respective Confidence Intervals
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